The Spallation Neutron Source (SNS) and the Neutron Science TeraGrid Gateway (NSTG) are collaborating on software development. SNS at Oak Ridge National Laboratory is a world center for materials research with neutron scattering. NSTG connects large neutron science instrument facilities with the cyberinfrastructure of the TeraGrid. The TeraGrid is a network of high performance computers supported by the US National Science Foundation. There are eleven partner facilities with over a petaflop of peak computing performance, 136,740 CPU-cores, and sixty petabytes of long-term storage.

I. INTRODUCTION

The Neutron Science TeraGrid Gateway [1] connects large neutron science instrument facilities with the cyberinfrastructure resources of the TeraGrid [2]. Neutron science research enables developments in areas of materials research such as chemistry, complex fluids, crystalline materials, disordered materials, engineering, magnetism and superconductivity, polymers, and structural biology. Neutron scattering is a tool for researching the structure and dynamics of materials at the molecular level. The Spallation Neutron Source (SNS) at Oak Ridge National Laboratory and The Institut Laue-Langevin (ILL) in France are two of the world centers for research in neutrons. They both have new capability for materials research with neutron scattering and need new cyberinfrastructure resources.

As SNS continues to ramp up, we expect ramp up not only from successful outreach to the community but increases as the numbers of SNS users increase. With many proposals expected for the eighteen instruments (Figure 1) of the SNS, the need for data reduction, data analysis, and simulations is expected to soon significantly exceed local computing resources. Access to the resources of the TeraGrid is critical for these needs.

The success of the collaborative software development efforts for the SNS is due to several groups working together effectively. The NSTG staff, SNS Scientific Computing group, SNS scientists, and McStas software developers attend group meetings together, meet at scientific conferences, and develop software working with all the partners in the collaboration.

Figure 1 – Instruments at the Spallation Neutron Source.

Closer integration of the SNS and the TeraGrid is the goal of this work. In the future, we plan for the NSTG to flow streaming data from SNS for data reduction workflows on the TeraGrid and move data from the SNS data repository for further processing and analysis on the TeraGrid. Also universities with SNS proposals will use the high bandwidth interconnect of the TeraGrid to support data movement between SNS and their institution. Real-time simulations of experiments can use TeraGrid resources to predict experimental results as they are running or between experiments.

II. VIRTUAL EXPERIMENTS

One such collaboration is virtual experiments [3]. Virtual neutron scattering experiments are possible for many materials using the parallel
computing resources of the TeraGrid and agree well with experimental results (Figure 2). The use of Monte Carlo simulations such as McStas [4] is now well established as a tool in the design of neutron scattering beamlines. It has been extensively used for the design of beamlines, e.g. the Spallation Neutron Source (SNS) at Oak Ridge National Laboratory, USA, and the Japanese Spallation Neutron Source, Tokai, Japan and the ISIS Spallation Neutron Source Target Station 2, Oxford, UK. As these large new facilities move from construction to operation there is now a desire to use simulation for data analysis by performing virtual experiments that include the sample scattering kernels as well as the beamline in the simulation. In order to do this effectively parallel computing resources are required. Virtual neutron scattering experiments require several steps. The VASP package is used for the time-consuming ab initio molecular dynamics calculations [5] and the trajectory converter is the nMoldyn package [6]. The virtual experiments are completed using the McStas package with nMoldyn input. The McStas calculations are done in parallel on the TeraGrid using MPI. Scaling studies out to 1000 cores show excellent parallel computing scalability (Figure 3). One possible McStas output format is NeXus [7]. The NeXus files can be viewed using the same graphics software based on ISAW [8] available in the Neutron Science Portal for the SNS experimental data.

Figure 2 – Results of McStas virtual experiment with powdered Indium sample in the IN4 instrument at ILL agree with experimental results. (Image Courtesy E. Farhi)

Figure 3 – McStas scales linearly to 1024 cores of the Lonestar TeraGrid computer. (Courtesy E. Farhi)

III. FITTING

The SNS and NSTG are also collaborating on data analysis including a fitting service. The fitting service does a fit of theoretical models to the NeXus data files from the experiments. The user decides which model to use, which fitting algorithm to use, which parameters to vary, and gives initial guesses to the fitting parameters (Figure 4). An adaptive nonlinear least squares algorithm is implemented in parallel on the TeraGrid and shows linear scaling at least up to 32 processors (Figure 5). It minimizes a nonlinear sum of squares using an analytic or numerical Jacobian matrix. The fitting service uses the NL2SOL [9] or Dakota [10] software packages. A Graphical User Input is created from an XML file for access to the fitting service from the neutron Science Portal.
Virtual experiments have produced structure dynamic factors for common powders found in neutron scattering. These were simulated using VASP, then nMoldyn and McStas, and finally compared (whenever possible) to measurements. This justifies even more large computing power, for an always more complex and detailed description of real neutron scattering beam lines and experiments. Collaborations for fitting and reduction are also in progress and will need TeraGrid resources.
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CONCLUSIONS

Software development collaborations are valuable for neutron science facilities. The TeraGrid has been a good resource for this work.
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